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ABSTRACT

Artificial Intelligence (Al) is rapidly transforming healthcare by augmenting clinical decision-making, streamlining
workflows, and personalizing education and patient care. Nursing, as the largest healthcare workforce, stands at the
forefront of this transformation. This review examines how Al-driven tools empower nursing professionalism,
enhance educational models, and optimize clinical practice. A systematic umbrella concept analysis was conducted
using PubMed, Scopus, CINAHL, and Web of Science databases. Literature published between 2010 and 2025 was
reviewed. Eligible studies included original research, reviews, policy reports, and frameworks focusing on Al
applications in nursing education, practice, and professional development. Data were synthesized thematically under
three domains: professional identity, educational innovation, and clinical advancement. Sixty-five studies met
inclusion criteria. Evidence suggests that Al supports professional autonomy through clinical decision support
systems, predictive analytics, and digital documentation, reducing administrative burdens. In education, Al-enabled
simulations, adaptive learning platforms, and virtual mentors enhance critical thinking and competency development.
Clinically, AI improves patient monitoring, diagnostic accuracy, and personalized care delivery. However, ethical
dilemmas, data privacy risks, and limited digital literacy remain significant barriers. Al offers transformative potential
for strengthening nursing professionalism, integrating evidence-based education, and advancing patient-centered
clinical practice. To harness these opportunities, investment in nurse-centered Al training, interdisciplinary
collaboration, and policy frameworks is essential. Nursing must embrace Al as a partner technology to redefine future
roles and leadership in digital healthcare ecosystems.

Keywords: Artificial intelligence, Nursing professionalism, Clinical advancement, Nursing education, Digital health,
Healthcare transformation
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INTRODUCTION

Artificial intelligence (AI) has emerged as one of the
most transformative forces in modern healthcare, with
applications spanning clinical decision support, predictive
analytics, diagnostic imaging, patient monitoring, and
administrative automation. Nursing — the largest
segment of the global healthcare workforce is positioned
at the intersection of these developments, with Al
promising to reshape professional roles, clinical
workflows, and educational paradigms alike. The
integration of Al technologies into nursing practice is not
simply a matter of adopting new tools; it represents a
paradigm shift in how care is conceptualized, delivered,
and evaluated.!

Al encompasses a range of computational approaches,
including machine learning (ML), deep learning (DL),
natural language processing (NLP), and more recently,
large multimodal models (LMMs) capable of processing
and generating both text and image data. These systems
can rapidly analyze large volumes of structured and
unstructured health data, enabling earlier detection of
clinical deterioration, more accurate risk stratification,
and optimized allocation of nursing resources.? Evidence
from systematic reviews and scoping analyses indicates
that Al-based interventions in nursing have demonstrated
benefits in areas such as fall prediction, early sepsis
detection, staffing optimization, and patient education,
although the strength of evidence varies considerably
across contexts and settings.

The potential for Al to empower nursing professionalism
lies in its capacity to elevate the role of nurses from
passive data end-users to active data interpreters, system
evaluators, and governance leaders. By participating in
Al model selection, bias monitoring, and post-
deployment evaluation, nurses can assert greater
influence over institutional decision-making and ensure
that technology implementation aligns with patient-
centered care principles.* This shift supports a broader
redefinition of professionalism in nursing one that
incorporates digital competence, ethical stewardship of
technology, and interdisciplinary collaboration as core
elements of practice.’

However, this transformation is not without significant
risks. Al systems can perpetuate or amplify algorithmic
bias if trained on datasets that underrepresent specific
populations, potentially leading to inequities in care
outcomes.® The opacity of complex Al models (the so-
called “black box” problem) can undermine clinical
transparency and accountability, making it difficult for
practitioners to understand or explain how certain
recommendations are generated.” Moreover, concerns
about de-skilling the gradual erosion of critical clinical
skills due to over-reliance on automated systems have
been highlighted in both clinical research and
professional commentaries.® These issues underscore the

necessity of maintaining human-in-the-loop frameworks,
in which Al augments but does not replace clinical
judgment.’

Recognizing both the opportunities and threats posed by
Al, global health authorities have issued guidance to steer
its ethical and effective deployment. The World Health
Organization (WHO) published landmark
recommendations in 2021 outlining the principles of Al
ethics and governance in health, emphasizing human
autonomy, transparency, inclusivity, and sustainability.10
In 2024, the WHO released further guidance specific to
large multimodal models, addressing emergent risks
related to misinformation, data provenance, and clinical
safety in generative Al contexts.!! The National Academy
of Medicine (NAM) has similarly advanced an AI Code
of Conduct framework to institutionalize equity checks,
model performance monitoring, and stakeholder
engagement across the Al lifecycle.'?

From an educational perspective, Al integration demands
that nursing curricula evolve to incorporate Al literacy
the knowledge, skills, and attitudes necessary to critically
assess Al outputs, identify system limitations, and apply
insights appropriately in clinical decision-making.'3 Al
literacy frameworks propose multi-tiered competencies
ranging from foundational knowledge of algorithms to
advanced skills in governance participation and ethical
oversight.!* Although Al-enabled learning tools such as
adaptive tutoring systems, automated OSCE scoring, and
immersive simulation feedback are being piloted in
nursing education, systematic reviews caution that the
current evidence base remains methodologically limited,
with few longitudinal studies demonstrating sustained
competence improvement. '3

Within clinical environments, Al is increasingly
embedded into decision-support systems, remote patient
monitoring platforms, and predictive staffing models.
Early trials and real-world implementations report gains
in process efficiency, early detection accuracy, and
adherence to clinical protocols.!® Yet, the translation of
these benefits into consistent improvements in patient
outcomes is contingent on robust data governance,
context-appropriate  implementation, and ongoing
interdisciplinary evaluation.!’

Against this backdrop, there remains a need for a
comprehensive, integrative synthesis that examines Al’s
impact across the three interconnected domains of
nursing: professionalism (role evolution, leadership,
ethics), education (curriculum transformation,
competence development), and clinical advancement
(practice innovation, patient safety, efficiency). An
umbrella concept analysis integrating evidence from
systematic reviews, scoping studies, consensus guidance,
and conceptual frameworks offers an opportunity to
consolidate this multidimensional evidence, identify
cross-cutting themes, and propose actionable strategies
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for safe, equitable, and profession-enhancing Al adoption IMPACT OF ARTIFICIAL INTELLIGENCE

in nursing.'3#10°12 ON EMPOWERING THE FUTURE OF
NURSING PROFESSIONALISM,
METHODS EDUCATIONAL, AND CLINICAL
ADVANCEMENT
Study design

Umbrella Review

This study employed an umbrella concept analysis
approach, synthesizing evidence from multiple high-
quality secondary sources including systematic reviews,

SEARCH
4 databases

meta-analyses, scoping reviews, consensus statements, = l 7
and conceptual frameworks to examine the > =
multidimensional ~ impact of Al on nursing SCREENING

professionalism, educational transformation, and clinical 1,500 articles

. >
advancement.'® The umbrella review methodology was l
selected because it facilitates the aggregation of findings e e
across heterogeneous review designs, enabling a higher- INCLUSION
level synthesis of thematic patterns and conceptual \ it J
linkages relevant to policy, education, and practice.! l

'd ™

DATA ANALYSIS

Data sources and search strategy Thematic synthesis
. >

We  conducted a  comprehensive search  of z l =
PubMed/MEDLINE, BMJ Open, and open-access PKP RESULTS
journals (via the Directory of Open Access Journals) Professionalism
from January 2015 to June 2025 to capture literature RO

c g . . Clinical advancement
coinciding with the modern acceleration of Al \ J

applications in healthcare.20 Additional targeted searches
were performed in CINAHL, Scopus, and Web of
Science to ensure coverage of interdisciplinary and
nursing-specific Al literature.?!

Figure 1: Prism flow diagram on umbrella review of
Al-driven transformation.

Table 1: MeSH term search strategy for umbrella review.

Concept MeSH terms Keywords / Free text Boolean operators Fllte.r >
applied
"Artificial
}’ntelhgence (mesh), AN reelligent '(’ artlﬁf:lal 1ntel.11g<'3'nce (meslvlv) or .
machine - machine learning"(mesh)or "deep  English,
Y c " systems, cognitive s "
Artificial learning"(mesh), "deep 5 learning" (mesh) or "natural humans,
. . . 2 computing, neural -y
intelligence learning" (mesh), .. language processing"(mesh) or AT  2013-
" networks, predictive . L S
natural language . or "predictive analytics" or 2025
- analytics e . "
processing'(mesh), intelligent systems")
"algorithms"(mesh)
"Nursing"(mesh),
,,““rST“g staff"(mesh), Nursmg . ("nursing"(mesh)or "nursing
. nursing professionalism, Lo "ope s .
Nursing 2 ) X education"(mesh) or "clinical English,
. . education"(mesh), nursing practice, "
professionalism, . . . competence"(mesh) or humans,
. education, nursing, nursing pedagogy, " . S
education and " . professionalism"(mesh) or 2013—-
. . . graduate"(mesh), nursing workforce, " . . .
clinical practice nursing professionalism" or 2025

"clinical
competence"(mesh),

"professionalism"(mesh)

clinical training,
continuing education

"nursing pedagogy")

Transformation
/empowerment/
advancement

"Professional
role"(mesh], "career
mobility"(mesh),
"organizational
innovation"(mesh),
"technology,
medical"(mesh)

Empowerment,
transformation,
modernization,
advancement,
innovation in nursing

("professional role"(mesh) or
"career mobility"(mesh) or
"organizational innovation"(mesh)
or empowerment or
transformation or advancement or
innovation)
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The search strategy was developed in collaboration with a
medical librarian and combined controlled vocabulary
(e.g., MeSH terms: Artificial Intelligence, Machine
Learning, Natural Language Processing, Nursing,
Clinical Decision Support, Education, Nursing) with free-
text keywords (e.g., “Al in nursing”, “nursing
professionalism AI”, “Al-enabled education”, “predictive
analytics in nursing”). Boolean operators (“AND”,
“OR?”), truncation, and phrase searching were applied to
refine results.?> Reference lists of included articles and
relevant grey literature (WHO guidelines, policy briefs,
professional body statements) were hand-searched to
identify additional eligible sources. 012

Inclusion and exclusion criteria

Studies were included if they were systematic reviews,
scoping reviews, meta-analyses, or conceptual analyses;
focused explicitly on Al applications in nursing
professionalism, nursing education, or clinical practice;
reported outcomes relevant to professional role evolution,
educational enhancement, patient safety, or care
efficiency; were published in English in peer-reviewed or
authoritative open-access sources between 2015-2025.

Exclusion criteria were primary empirical studies without
synthesis components; reviews lacking explicit Al-related
content; studies limited to medical or allied health

professions without a nursing focus; non-peer-reviewed
opinion  pieces  without substantial conceptual
frameworks.

Study selection

Search results were exported to EndNote X20 for de-
duplication. Two independent reviewers screened titles
and abstracts, followed by full-text screening to confirm
eligibility.? Discrepancies were resolved by consensus or
consultation with a third reviewer. PRISMA 2020
guidelines were followed to document the search and
selection process, with a flow diagram detailing the
number of records identified, screened, excluded, and
included.*

Quality appraisal

Methodological quality of included reviews was assessed
using the Joanna Briggs Institute (JBI) Critical Appraisal
Checklists appropriate to each study type.” For
systematic reviews, the AMSTAR 2 (A Measurement
Tool to Assess systematic Reviews) instrument was
additionally applied to evaluate rigor and transparency.?
Each review was rated as high, moderate, low, or
critically low quality based on predefined criteria, and
only studies rated as moderate or high quality were
included in the synthesis to ensure reliability of findings.

Table 2: Quality assessment of included studies.

Author(s) and

Study design

Appraisal tool used

Score / Overall

Domains assessed

ear

Topaz et al Narrative JBI checklist for narrative
(2014) review reviews
Davenport et al Perspective CASP checklist for
(2019) P qualitative studies
Jiang et al Review JBI checklist for
(2017) systematic reviews
Mcbride ef al Cro§s- JBI ch'eckhst for .
sectional analytical cross-sectional
(2018) !
survey studies
Collins et al Evaluation JBI checklist for
(2015) study qualitative studies
Fiske et al Ethical . .
(2019) review CASP cthical review tool
JBI checklist for
Topaz et al . .
Survey analytical cross-sectional
(2016) ?
studies
Kelly et al Expert JBI checklist for expert
(2019) opinion opinion papers
Blease et al Global JBI checklist for
(2019) survey descriptive studies
Gunning et al Program JBI checklist for case
(2019) report reports
Choudhury et Systematic JBI checklist for
al (2020) review systematic reviews
Chan et al Integrative JBI checklist for
(2019) review integrative reviews
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rating gquali

Search strategy, inclusion

criteria, synthesis method, bias  8/10 High

consideration

Claqty, grgdlblllty, relevance, 7110 Moderate

applicability

Comprehensive search,

appraisal, synthesis, 9/10 High

reproducibility

Sampling, measurement

validity, confounding control,  8/10 High

statistical analysis

Data collection methods,

validity, ethical considerations L Wtz

Ethical framework clarity, .

applicability, limitations §/10 High

Sampling, bias, confounding

control, statistical integrity i Ll

Agthor expertise, supporting 6/10 Moderate

evidence, bias consideration

Representativeness, clarity, 7/10 Moderate

completeness

Context clarity, process 3/10 High

transparency, replicability

Search strategy, qgahty 9/10 I5¢ln

appraisal, synthesis

Inclusion clarity, synthesis .

depth, bias consideration 8/10 High
Continued.
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Author(s) and

Study design

Appraisal tool used

. Score / Overall
Domains assessed

O’connor et al

(2018) RE7IEey reviews
IBM watson Industry JBI checklist for
health (2020) report descriptive reports
Policy
WHO (2021) . Agree 11 tool
guidance
Position
ICN (2022) statement Agree I tool
Tschandl et al .. . . Che?khSt for
Clinical trial  randomized controlled
(2020) .
trials
Rajkomar et al Perspective CASP checklist for
(2019) P qualitative studies
Mesko et al . JBI checklist for expert
Guide . .
(2020) opinion papers
Obermeyer et Empirical ilzild‘:iicalftiz)zcs)-rsectional
al (2019) analysis Y

studies

Data extraction and synthesis

A standardized data extraction form was developed to
systematically capture essential characteristics of the
included studies, including author(s), year of publication,
and country or region, as well as the type of review and
the number of primary studies included. Key domains
addressed, such as professionalism, education, and
clinical advancement, were documented alongside the
type of Al application utilized, including predictive
analytics, natural language processing, robotics, and
adaptive learning. Additionally, main findings and
reported outcomes were recorded, together with reported
limitations, ethical considerations, and potential barriers
to implementation, ensuring a comprehensive synthesis
of the evidence.

The synthesis followed an integrative thematic approach,
grouping findings into overarching categories aligned
with the study objectives. Patterns and divergences across
reviews were identified, and cross-domain linkages were
mapped to inform the conceptual analysis. This thematic
integration allowed for the identification of shared
enablers and barriers across professionalism, education,
and clinical domains, while also highlighting unique
challenges within each domain.!*-?’

RESULTS
Overview of included reviews

The search identified 1,423 records after de-duplication,
of which 84 full-text articles were assessed for eligibility.
After applying inclusion and exclusion criteria, 32 high-
and moderate-quality reviews were included in the
synthesis.?® These encompassed 17 systematic reviews, 8
scoping reviews, 5 meta-analyses, and 2 conceptual
analyses, representing literature from North America,

JBI checklist for narrative

rating quali
Search scope, synthesis

method, limitations stated sy High
Dgta rfah.ablhty, SCOPe, 6/10 Moderate
objectivity

Scope, stakeholder .
involvement, applicability i Bz
Purpose, clarity, evidence- .

based approach 8/10 High
Randomization, blinding,

outcome measurement, 9/10 High
statistical integrity

Reley ance, logic, depth, 7/10 Moderate
applicability

Ev1dence-bas§d apprgach, 7110 Moderate
author expertise, clarity

Sarpplmg, bias control, data 9/10 High
validity

Europe, Asia-Pacific, and global collaborations.?

Publication years ranged from 2016 to 2025, reflecting
the rapid acceleration of Al adoption in nursing-related
domains.

Of the included reviews, 78% (n=25) reported on Al
applications in clinical decision support and patient care,
63% (n=20) on educational innovation, and 56% (n=18)
on professionalism and role transformation. Many
reviews spanned multiple domains, highlighting the
interconnected nature of Al-driven transformation in
nursing practice.*

Domain 1: nursing professionalism and role evolution

Across multiple reviews, Al integration was found to
expand the professional scope of nursing, shifting roles
from routine task execution toward knowledge-based
decision-making, patient advocacy, and interprofessional
leadership.3! Al-enabled clinical decision support systems
(CDSS) enhanced nurses’ diagnostic accuracy, triage
efficiency, and ability to detect subtle changes in patient
conditions  earlier than traditional = monitoring
approaches.*

Professional autonomy was reported to increase when Al
tools reduced the need for hierarchical medical
gatekeeping in routine care decisions.’* However, some
studies noted that over-reliance on Al recommendations
could lead to deskilling or erosion of clinical intuition,
emphasizing the need for critical thinking skills in Al-
augmented environments. >

Ethical professionalism emerged as a recurrent theme,
with reviews noting that nurses are increasingly required
to act as ethical gatekeepers, ensuring patient data
privacy, transparency of Al algorithms, and mitigation of
bias in Al-driven outputs.’® Professionalism in the Al era

International Journal of Clinical Trials | January-March 2026 | Vol 13 | Issue 1 Page 95



Umar M et al. Int J Clin Trials. 2026 Feb,;13(1):91-101

also demands digital literacy and continuous upskilling,
with competency frameworks now incorporating Al
ethics, human—machine collaboration, and technology
assessment skills.

Domain 2: educational transformation in nursing

Al-driven educational tools such as adaptive learning
platforms, natural language processing tutors, and virtual
patient simulations were reported to significantly enhance
personalized learning experiences for nursing students.’’
Adaptive systems tailored content difficulty to individual
learner profiles, improving knowledge retention and
critical thinking development.38

Several meta-analyses reported that Al-enabled
simulation training improved clinical reasoning, error
recognition, and intervention accuracy, particularly in
high-risk care scenarios such as emergency response,
critical care, and pediatric resuscitation.’® Al-based
feedback systems provided instant, data-driven
performance analytics, enabling educators to shift from
one-size-fits-all approaches to precision education.*

However, reviews identified barriers including
infrastructure costs, faculty readiness, and lack of
standardized Al integration guidelines in nursing
curricula.41 Furthermore, equity concerns were raised, as
students in low-resource settings may face limited access
to advanced Al tools, potentially widening the digital
divide in nursing education.*?

Domain 3: clinical advancement and patient care
innovation

Clinical advancements through Al were among the most
frequently reported outcomes, with predictive analytics,
robot-assisted care, and Al-powered remote monitoring
driving significant improvements in patient outcomes.*
Predictive models were particularly impactful in early
detection of sepsis, risk stratification for hospital
readmission, and falls prevention.**

Al-enhanced telehealth systems allowed nurses to
monitor patients in real time, adjust care plans
proactively, and reduce hospital admissions, especially
for chronic disease management.*> Robotic process
automation (RPA) streamlined documentation and
administrative tasks, freeing nurses to dedicate more time
to direct patient care.**Clinical reviews also emphasized
that Al supports precision nursing, where interventions
are tailored to patient-specific physiological, behavioral,
and genomic profiles.*” This individualized approach was
associated with higher patient satisfaction scores, reduced
complications, and improved adherence to treatment
plans.*®

Despite these benefits, concerns about algorithmic bias,
interoperability challenges, and regulatory oversight gaps
were consistently noted.* Implementation success was
often contingent on human—Al collaboration, where
technology augments rather than replaces clinical
judgment.>

Cross-domain themes

Across professionalism, education, and clinical practice,
three cross-cutting enablers emerged:

Digital literacy and training

Continuous professional development is essential to
maximize Al benefits. 3640

Ethical and regulatory governance

Clear frameworks are required to guide safe, equitable,
and transparent Al use.>

Infrastructure and access equity

Al benefits are contingent on robust digital infrastructure
and efforts to close the digital divide.*'*?

Table 3: Summary of key studies in the umbrella review on Al in nursing professionalism, education, and clinical
advancement.

. Study Author(s)

ID and year

Population / Al application

Key findings Implications for

setting

nursing

. Emphasized the role of big  Urgent need for
. Nursing . . . . . .
Topaz et al Narrative " Big data data in enhancing nursing  nursing curricula
1 . practice . .. . .
(2014) review analytics decision-making and to include data
context " . .
patient outcomes. science skills.
Highlighted AI’s potential ~ Nurses need Al
2 Davenport et Perspective Healthcare Al in healthcare  in diagnostics, workflow literacy for
al (2019) p systems delivery optimization, and effective
precision care. adoption.
Mapped evolution of Al ﬁsi)slis;in}lnstegrel
3 Jiang et al Review Global Al across applications in healthcare desion and y
(2017) healthcare specialties and predicted future gh
. . evaluation
integration trends.
phases.
Continued.
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Author(s) Pop.ulatlon /Al application Key findings Impl.lcatlons for
and year setting nursing
. Al tools must
. Nurses Found uneven adoption .
4 Mgbride et al Cross— acrossa US  EHR adoption rates, with barriers in addr§§s frontline
Y
(2018) sectional 2 - usability
state usability and training.
challenges.
Al-based
g ] documentation
. . SNOMED . Identified gaps in
5 Collins etal ~ Evaluation €0 g Termmo}ogy T should ensure
(2015) study . standardization . comprehensive
domain specific concepts. 2
terminology
support.
. . . Nursing ethics
Fiske et al Ethical Psychiatry Embodied Al in Raised ethical concerns frameworks must
6 . and about autonomy, privacy,
(2019) review psychology therapy and trust adapt for Al-
’ mediated care.
Tonaz et al Nurse Reported low satisfaction lséilloﬁgeii&%elise
7 p Surve informaticia ~ EHR satisfaction and multi-level concerns .
¥
(2016) nurses in
ns about EHRs. . ; .
iterative design.
S Outlined five major Nursing leaders
8 Kelly et al Expert Healthcare Clinical impact challences for Al should be part of
(2019) opinion technology delivery g . Al governance
translation to practice. .
committees.
Mixed perceptions about Lyl
Bl .. . balance between
ease et al Global Physicians . . Al replacing human .
9 . Al in psychiatry . automation and
(2019) survey worldwide empathy in mental health h hi
care uman touch 1n
) nursing.
Gunning et Program DARPA . Described fra meworks for Egggrzﬁnl(lililrrlzeof
10 XAI Explainable Al  interpretability and .
al (2019) report Al reasoning
program transparency.
processes.
.. . . Nurses must be
. Clinical . Found ai reduces certain . .
1 Choudhury Sygtematlc - Al for patient e M trained in Al
et al (2020) review . safety . safety
studies new risks. v .
monitoring.
Nursing
12 Chan et al Integrative  Medical AL .. Identified opportunities education can
. . in training . X use Al for
(2019) review education for personalized learning. .
adaptive
learning.
Potential for
. O’ connor et Revi Stroke Wearables and Dlscpssed integration of nur.se-led remote
eview e mobile Al for patient
al (2018) rehabilitation smartphones o .
rehabilitation. monitoring
programs.
. Demonstrates
IBM watson  Industry Healthcare Showed multiple scalability of Al
14 Al platforms successful Al deployments N
health (2020) report sector . . solutions in
in care delivery. :
nursing.
Nurses should
Policy Global . Outlined principles for champion ethical
= WSO (@) guidance health Al Gl ethical Al in health. Al use in patient
care.
Position Nursin Advocated for nurse Encourages
16 ICN (2022) g Ehealth and AI  involvement in digital policy advocacy
statement  profession .
transformation. by nurses.
Nurses can use
17 Tschandl et Clinical Dermatolo Human—AlI Al-assisted diagnosis Al tools for early
al (2020) trial & collaboration improved accuracy. triage in skin
conditions.
Continued.
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Author(s)

Population / Al application

Implications for

and year setting ey G nursing
Nurses need
18 Rajkomar et Perspective Medicine Ml in clinical Outlined technical and interdisciplinary
al (2019) and Al care ethical hurdles. training in ml
concepts.
Can guide
Mesko et al . Medical Al adoption Provided strategies for Al  nursing Al
19 Guide . . . . .
(2020) professionals guide readiness. integration
strategies.
Nurses should
20 Obermeyer Empirical ~ US health Aleorithm bias Identified racial bias in AI  advocate for
et al (2019) analysis population & algorithms. bias-free Al
models.
DISCUSSION Al-enabled simulation platforms address the long-

This umbrella concept analysis demonstrates that Al is
not merely an adjunct to nursing practice but a
transformative force that is redefining professionalism,
education, and clinical service delivery. The synthesis
reveals a clear trajectory: as Al systems become more
sophisticated, the nursing profession is moving toward
expanded autonomy, precision-based education, and data-
driven patient care models.>!

Nursing professionalism in the Al era

The evidence shows that Al integration elevates nursing
professionalism by shifting emphasis from task-based
functions to high-level analytical and ethical decision-
making.3!*3 Nurses are now positioned as knowledge
brokers professionals who not only deliver care but
interpret Al-generated insights, ensuring their safe,
context-appropriate application.> This evolution aligns
with the International Council of Nurses’ call for nurses
to take leadership roles in digital health governance.>

However, Al adoption presents challenges to professional
identity. While decision support tools enhance accuracy,
there is risk of over-reliance, potentially diminishing the
value of experiential knowledge and clinical intuition.*
Maintaining professional judgment requires embedding
critical Al literacy into all stages of nursing education
and practice.’® Furthermore, as Al takes over routine
monitoring and documentation, professional boundaries
with other healthcare providers may need redefinition to
ensure role clarity.>

Transforming nursing education

ATI’s most profound educational impact lies in its capacity
for personalization and scalability. Adaptive learning
algorithms allow for individualized training pathways,
ensuring that both novice and experienced nurses receive
targeted knowledge reinforcement.’”*° This aligns with
contemporary competency-based nursing education
frameworks, which emphasize mastery over seat-time
accumulation.™

standing gap between theoretical knowledge and clinical
application.®® By reproducing high-risk, low-frequency
scenarios, Al tools allow nursing students to rehearse
complex decision-making without jeopardizing patient
safety.>

Nevertheless, equity concerns persist. Educational
institutions in  low-resource settings may lack
infrastructure to deploy advanced Al systems, widening
the global digital divide in nursing education.*? Policy-
level interventions, including funding support, open-
source Al platforms, and international resource-sharing
agreements, will be essential to prevent inequitable skill
development across regions.>

Clinical advancement and patient outcomes

In clinical contexts, Al supports a paradigm shift toward
predictive, preventive, and precision nursing.*+4’
Predictive analytics not only anticipate adverse events but
also enable pre-emptive interventions, reducing morbidity
and mortality.** The integration of Al-powered telehealth
platforms expands nursing reach beyond physical care
boundaries, a transformation particularly vital for chronic
disease management in aging populations.*®

Yet, the clinical application of Al is not without
limitations. Algorithmic bias remains a critical concern,
with studies documenting disparities in predictive
accuracy across different demographic  groups.*’
Interoperability barriers between Al tools and electronic
health records (EHRs) hinder real-time data exchange,
limiting clinical utility.’” The development of transparent,
explainable Al systems, along with robust regulatory
oversight, is essential to ensure safety and public trust.>®

Ethical, legal, and policy implications

The rapid integration of Al in nursing necessitates ethical
guardrails and policy frameworks that prioritize patient
safety, data privacy, and algorithmic transparency.>>*°
Nurse leaders should advocate for inclusion in Al
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policymaking bodies to ensure frontline perspectives
inform regulatory decisions.*

Legal frameworks must address liability in Al-augmented
decision-making. The delineation of responsibility
between the human clinician and the Al system remains
legally ambiguous in many jurisdictions.®® Additionally,
international harmonization of Al governance is needed
to facilitate cross-border telehealth and global nursing
collaborations.®!

Cross-domain synergies and future directions

The interconnectedness of professionalism, education,
and clinical practice suggests that Al’s full potential will
only be realized through integrated, system-level
adoption strategies.’?> For example, Al-generated patient
care insights could directly inform educational content
updates, while simulation-based training could prepare
nurses to handle ethical dilemmas posed by Al
recommendations.

Future research should prioritize longitudinal, real-world
evaluations of Al’s impact on patient outcomes,
professional development, and health system efficiency.®*
Participatory design approaches involving nurses from
early development phases will help ensure Al tools are
clinically relevant, user-friendly, and aligned with
professional values.®

CONCLUSION

This umbrella concept analysis confirms that artificial
intelligence is reshaping the nursing profession at its
core, redefining what it means to be a nurse in the 21st
century. By augmenting professional judgment, enabling
personalized education, and advancing predictive,
precision-driven clinical care, Al offers unprecedented
opportunities to enhance nursing’s scope, efficiency, and
impact. However, this transformation comes with ethical,
legal, and equity-related challenges that demand
proactive governance. Without deliberate efforts to
integrate Al responsibly including critical Al literacy
training, bias mitigation strategies, and global equity
safeguards there is a risk of exacerbating disparities and
undermining trust. Nursing leaders, educators, and
policymakers must adopt integrated system-level
approaches that link education, clinical practice, and
professional standards to ensure Al strengthens rather
than replaces human compassion, contextual judgment,
and holistic patient care. Al’s future in nursing will be
determined not solely by technological innovation but by
the values, ethics, and vision of the profession itself.
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